
protecting the federal IT infrastructure and the 
treasure troves of highly sensitive information 
flowing through it.

 This Briefing PaPer explores three major aspects 
of information security for federal agencies and 
contractors. First, federal information security 
represents a high-stakes enterprise because security 
breaches of federal databanks and IT systems pose 
potentially catastrophic risks and attract the world’s 
most dangerous hackers. Second, an expanding 
set of statutory, regulatory, and administrative 
rules governs federal information security, placing 
a greater premium on compliance and exposing 
agencies and contractors with weak cybersecurity 
to escalating risks and tougher congressional 
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and Executive Branch scrutiny. Third, effective 
cybersecurity depends upon a commitment to a 
sound information security program built upon 
procedures, controls, continuous monitoring, 
training, and enforcement, as described below. 

Why The Stakes Are So High For  
Cybersecurity In The Federal Sector

 Three key factors explain why the stakes are 
so high for cybersecurity in the federal sector—
and why effective security is so hard. First, the 
Federal Government holds, uses, and moves 
more information than any other entity in the 
world, thus making it a prime target for hackers 
everywhere. Second, federal cybersecurity hinges 
upon information sharing both within Govern-
ment (federal, state, and local) and between the 
public and private sectors, thus creating substan-
tial logistical and organizational challenges that 
strain the perimeters of cyber defenses guarding 
such information. Third, the cyber threat has dra-
matically escalated in magnitude and frequency, 
jeopardizing national security, economic power, 
and personal privacy.

 The gravity of these risks to cybersecurity has 
been emphasized at the highest levels of Govern-
ment—and in the starkest terms. As President 
Obama stated, “[t]he status quo is no longer ac-
ceptable.”3 Members of Congress from both par-
ties have described the threat as a “catastrophe” 
in the making.4 In sizing up the threat, Defense 
Secretary Leon Panetta compared it to a digital 
“Pearl Harbor”:5

 We have to continue to focus on the threat of 
cyber attacks. We’re now in a very different world, 
where we could face a cyber attack that could be 

the equivalent of Pearl Harbor. Someone using 
cyber can take down our power grid, our financial 
systems in this country, our government systems 
[and] our banking systems. They could virtually 
paralyze this country.

 Given such factors, federal agencies and con-
tractors can expect much greater scrutiny in the 
information security realm as both the President 
and Congress apply greater pressure to enforce 
existing security rules, apply stricter oversight, 
and implement tougher cybersecurity standards.

 ■ World’s Largest Information Data Banks

 In the global information economy, nobody 
handles more data than the U.S federal sector. 
In past reports, the Office of Management and 
Budget has underscored the sheer magnitude of 
the Federal Government’s job in the information 
business:6

The Federal government is the largest single 
producer, collector, consumer, and disseminator 
of information in the United States and perhaps 
the world. 

 Why do hackers worldwide seek to rob these 
federal data banks? To paraphrase bank robber 
Willie Sutton, “because that’s where the informa-
tion is.” As one congressman put it, “our extensive 
digital networks and information systems provide 
a rich target for thieves and rogue nations.”7 This 
treasure trove of federal information includes 
everything from national security secrets and 
critical infrastructure data to private sector trade 
secrets and highly sensitive personal information 
and healthcare data. 

 With this status as the world’s 800-pound infor-
mation gorilla comes enormous responsibility for 
protecting federal information from hostile nations, 
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terrorists, organized crime, and even casual hack-
ers bent upon breaking into federal information 
systems and stealing high-value information. Given 
the magnitude and value of information in the hands 
of the Federal Government and its contractors, 
nowhere in the world is the need for information 
security greater than in the federal sector.

 ■ The Mandate For Information Sharing

 Just as the homeland security mission hinges 
upon information sharing (“connecting the dots”), 
effective cybersecurity requires a coordinated 
defense based upon real-time, two-way informa-
tion sharing both within the Federal Govern-
ment itself and between the public and private 
sectors. The President, Congress, and industry 
have consistently recognized the need for such 
information sharing for effective cybersecurity. 
For example, the President’s Cyberspace Policy 
Review explained:8

 Information is key to preventing, detecting, 
and responding to cyber incidents. Network 
hardware and software providers, network opera-
tors, data owners, security service providers, and 
in some cases, law enforcement or intelligence 
organizations may each have information that 
can contribute to the detection and understand-
ing of sophisticated intrusions or attacks. A full 
understanding and effective response may only 
be possible by bringing information from those 
various sources together for the benefit of all.

Legislation introduced in Congress would “fa-
cilitate the exchange of cyber information and 
intelligence to accelerate cyber threat identifi-
cation and remedies.”9 Similarly, industry has 
consistently advocated the need for expanded 
information sharing to bolster cybersecurity.10

 While information sharing is an essential 
component of cybersecurity, such sharing comes 
with its own security risks, as illustrated by the 
WikiLeaks breach where the “lack of management 
and technical controls…allowed a Private in the 
Army allegedly to steal some 260,000 classified 
State Department cables and 90,000 intelligence 
reports.”11 As a result, both agencies and contrac-
tors must focus not only upon effective—but 
also secure—information sharing by establishing 
management and technical controls to prevent 
necessary information sharing from becoming a 
major security gap in cyber defenses.

 ■ Escalating Cyber Threats To The Federal Sector

 Given the reams of high-value information 
residing in the federal data banks, federal agen-
cies and contractors have been under continual 
siege by escalating cyber attacks, as described in 
a Center for Strategic and International Studies 
report:12 

 The damage from cyber attack is real. In 2007, 
the Departments of Defense, State, Homeland 
Security, and Commerce; NASA; and National 
Defense University all suffered major intrusions 
by unknown foreign entities. The unclassified 
e-mail of the Secretary of Defense was hacked, 
and DOD officials told us that the department’s 
computers are probed hundreds of thousands of 
times each day. A senior official at the Department 
of State told us the department lost “terabytes” 
of information. Homeland Security suffered 
break-ins in several of its divisions, including the 
Transportation Security Agency. The Department 
of Commerce was forced to take the Bureau of 
Industry and Security off-line for several months, 
and NASA has had to impose e-mail restrictions 
before shuttle launches and allegedly has seen 
designs for new launchers compromised. Re-
cently, the White House itself had to deal with 
unidentifiable intrusions in its networks.

Since this 2008 report, the attacks on federal agen-
cies have only intensified in frequency and gravity. 
In 2009, “the Pentagon reported more than 360 
million attempts to break into its networks.”13 By 
2010, the probes or attacks on federal information 
networks numbered in the billions.14 In 2011, a 
congressional oversight committee reported that 
“the number of cyber incidents affecting federal 
agencies shot up 39 percent in 2010.”15 

 (1)  National security threats. As a key finding in 
its 2008 report, the CSIS Commission on Cyber-
security warned that “America’s failure to protect 
cyberspace is one of the most urgent national 
security problems.”16 In January 2009, former 
Director of National Intelligence Mike McConnell 
“equated ‘cyber weapons’ with weapons of mass 
destruction when he expressed concern about 
terrorists’ use of technology to degrade the na-
tion’s infrastructure.”17 Incidents underscoring 
the gravity and reach of this threat include:

(a) Malware attack. “In one of the most serious 
cyber incidents to date against our military 
networks, several thousand computers 
were infected [in 2008] by malicious soft-
ware—malware.”18
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(b) Presidential helicopter. “The U.S. Navy is 
investigating how an unauthorized user 
in Iran gained online access to blueprints 
and other information about a helicopter 
in President Obama’s fleet.”19

(c) Lost military secrets. “[T]he State and De-
fense Departments have lost more than 
six or seven terabytes of information to 
digital espionage—an amount equal to 
approximately one-sixth of the informa-
tion contained in the entire Library of 
Congress.”20

 (2) Economic damage. Cyber attacks also steal 
critical technology, military know-how, and industry 
trade secrets, sapping the economic power that 
fuels U.S. military might and national commerce. 
As stated in the President’s Cyberspace Policy 
Review, “[o]ur digital infrastructure has already 
suffered intrusions that have allowed criminals 
to steal hundreds of millions of dollars and na-
tion-states and other entities to steal intellectual 
property and sensitive military information.”21 
For such security breaches, the economic stakes 
are enormous:

(a) $1 trillion thefts. “According to a 2009 report 
from McAfee, the 2008 overall losses from 
data theft and breaches from cybercrime 
may have cost businesses as much as $1 
trillion globally in lost intellectual property 
and expenditures for repairing the damage 
[in 2008]. Respondents estimated that they 
lost data worth a total of $4.6 billion and 
spent about $600 million cleaning up after 
breaches.”22

(b) Terabyte data losses. “As an example of the 
scale of the threat, one American company 
had 38 terabytes of sensitive data and 
intellectual property exfiltrated from its 
computers—equivalent to nearly double 
the amount of text contained in the Library 
of Congress.”23

(c) Digital 9/11 impact. “According to the 
National Journal, Mike McConnell, the 
former Director of National Intelligence, 
told President Bush in May 2007 that if 
the 9/11 attackers had chosen computers 
instead of airplanes as their weapons and 

had waged a massive assault on a United 
States bank, the economic consequences 
would have been ‘an order of magnitude 
greater’ than those caused by the physical 
attack on the World Trade Center.”24

(d) $7 million impact per breach. “The average 
cost of a data breach hit $7.2 million [in 
2010] and cost companies $214 per com-
promised data record, according to the 
Ponemon Institute. And that’s just for a 
data breach. If a company’s intellectual 
property is stolen, it could decimate an 
organization.”25

 (3) Personal impact. Security breaches also 
strike with the unpleasant personal force of a 
punch in the gut, violating privacy and stealing 
identities: “Almost every day, new data breach 
incidents lead to identity theft, lost revenue, and 
decreased consumer confidence in the way their 
personal information is handled in the market-
place.”26 Security breaches have affected both 
the public and private sectors, compromising 
over a half billion records containing personal 
information: “According to the Privacy Rights 
Clearinghouse, over 2,500 data breaches im-
plicating nearly 600 million records have been 
made public since 2005,” with over 99 million 
records of personal information being exposed in 
April 2011 alone.27 Federal agencies, employees, 
military personnel, and contractors have been 
hit particularly hard:

(a) 4.9 Million TRICARE members. “The Defense 
Department has been hit by a $4.9 billion 
class action lawsuit filed on behalf of four 
military family members and the 4.9 million 
Tricare beneficiaries whose personal infor-
mation was contained on tapes stolen from 
a car in San Antonio in September [2011].”28

(b) 26 million veterans. “In May 2006, the De-
partment of Veterans Affairs lost an unse-
cured laptop computer hard drive contain-
ing the health records and other sensitive 
personal information of approximately 
26.5 million veterans and their spouses.”29

(c) Navy CIO victimized. “The personal iden-
tifiable information of the Navy chief in-
formation officer has been compromised, 
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again. And, it isn’t just the second or third 
or fourth or even fifth time [the CIO’s] PII 
has been exposed, but the sixth instance.”30

 (d) Defense Secretary hacked. “The Secretary of 
Defense’s unclassified e-mail was hacked.”31

 In summary, cyber assaults on the U.S. threaten 
its military might and economic power and the 
personal well-being of its citizens. And the situa-
tion will get much worse—perhaps seriously so—if 
treated as a lingering inconvenience rather than 
as a looming material threat. Accordingly, both 
agencies and contractors can expect tougher 
enforcement of the information security laws 
and standards discussed below.

What Cybersecurity Rules Apply In The 
Federal Sector
 No single statute or regulation defines the totality 
of information security requirements governing 
the federal arena. Instead, variations in require-
ments may arise due to a host of factors, including 
the classification of the information (classified 
versus unclassified), the nature of the Government 
network (military versus civilian agencies), or the 
type of the data (personal information, healthcare 
data, etc.). The summary of federal information 
security standards below is not exhaustive but is 
intended to capture the primary statutes, regula-
tions, and standards governing federal agencies 
and contractors. Furthermore, this summary will 
focus upon unclassified information, given that 
separate statutory and regulatory regimes cover 
classified national security information for mili-
tary and intelligence agencies.

 ■ Statutory Requirements

 The Federal Information Security Manage-
ment Act establishes broad mandates for secur-
ing federal information systems and data.32 As a 
statutory purpose, Congress in FISMA sought to 
“provide a comprehensive framework for ensuring 
the effectiveness of information security controls 
over information resources that support Federal 
operations and assets.”33

 Except for “national security systems,” the 
statute designates the OMB Director as hav-
ing the authority to “oversee agency informa-

tion security policies and practices,” including 
overseeing implementation of security policies 
and standards, requiring agencies to “provide 
information security protections,” coordinating 
security standards with the National Institute of 
Standards and Technology, overseeing agency 
compliance with FISMA, conducting annual re-
views, and reporting to Congress.34 For “national 
security systems,” the Secretary of the Depart-
ment of Defense and the Director of the Central 
Intelligence Agency have responsibility for their 
respective information systems.35

 For federal agencies, FISMA places responsibil-
ity specifically upon the “head of each agency” 
for meeting information security requirements.36 
These responsibilities include establishing “in-
formation security protections,” implementing 
“an agencywide information security program,” 
and providing annual reports to Congress and 
the OMB Director.37 In addition, each agency 
must subject its information security program 
and practices to an annual “independent evalu-
ation” conducted by the agency’s Inspector 
General or by an “independent external audi-
tor” and report these audit results to the OMB 
Director.38 

 Under certain circumstances, FISMA may also 
apply to federal contractors. In particular, the 
statute states:39

The head of each agency shall—

 (1) be responsible for —

 (A) providing information security protections 
commensurate with the risk and magnitude of the 
harm resulting from unauthorized access, use, 
disclosure, disruption, modification, or destruc-
tion of—

 (i) information collected or maintained by or 
on behalf of the agency; and

 (ii) information systems used or operated by 
an agency or by a contractor of an agency or other 
organization on behalf of an agency[.]

The purpose of this subsection is to prevent 
agencies from avoiding their FISMA obligations 
simply by outsourcing federal data collection or 
federal information system operation or use to 
contractors.

 In addition to FISMA, the Privacy Act may have 
significant implications for federal information 
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security.40 This statute generally bars federal 
agencies from disclosing records containing an 
individual’s personal data (e.g., name or other 
identifying information linked to “education, fi-
nancial transactions, medical history, and criminal 
or employment history”) unless that individual 
consents to such disclosure.41 While this statute 
does not define specific requirements for informa-
tion security, it may impose serious sanctions for 
unauthorized disclosure of personal information, 
including criminal penalties, civil remedies, and 
administrative sanctions.42 For example, a DOD 
security breach potentially exposing medical data 
for 4.9 million TRICARE participants has trig-
gered a $4.9 billion class action based upon the 
Privacy Act’s minimum civil penalties of $1,000 
per unauthorized disclosure.43

 The Privacy Act may also apply to Government 
contractors that operate an agency’s system of 
records to accomplish an agency function.44 The 
Privacy Act’s civil remedies do not apply to Gov-
ernment contractors.45 However, such contractors 
may be subject to criminal sanctions for Privacy 
Act violations.46 In addition, an improper disclo-
sure of Privacy Act data may expose a contractor 
to agency contractual claims for breach, as well 
as to congressional inquiries suggesting that the 
contractor be banned from receiving further 
federal contracts due to data security breaches.47

 ■ Regulatory Requirements

 The Federal Acquisition Regulation contains 
several high-level requirements relating to infor-
mation security and privacy. In the acquisition 
planning phase, the regulations require agencies 
to prescribe procedures:48

Ensuring that agency planners on information 
technology acquisitions comply with the infor-
mation technology security requirements in the 
Federal Information Security Management Act 
(44 U.S.C. 3544), OMB’s implementing policies 
including Appendix III of OMB Circular A-130, 
and guidance and standards from the Department 
of Commerce’s National Institute of Standards 
and Technology.

 Similarly, the FAR specifies “security policies 
and requirements” to be incorporated into ac-
quisitions for IT:49

In acquiring information technology, agencies shall 
include the appropriate information technology 

and security policies and requirements, including 
use of common security configurations available 
from the National Institute of Standards and Tech-
nology’s Web site at http://checklists.nist.gov. 

The regulations also mandate security and safe-
guards to protect data subject to the Privacy Act, 
including a program for Government inspection 
of the contractor’s safeguards against new threats 
and hazards.50

 In revising the FAR to implement FISMA, a 
Federal Acquisition Circular specifically addressed 
information security requirements applicable to 
Government contractors:51

Section 301 of FISMA ([44 U.S.C.A. §] 3544) 
requires that contractors be held accountable 
to the same security standards as Government 
employees when collecting or maintaining infor-
mation or using or operating information systems 
on behalf of an agency.… The law requires that 
contractors and Federal employees be subjected 
to the same requirements in accessing Federal IT 
systems and data.

 The FAR itself does not establish detailed rules 
on information security, but instead recognizes that 
“[a]gencies will customize IT security policies and 
implementations to meet mission needs as they 
adapt to a dynamic IT security environment.”52 For 
example, the General Services Administration has 
developed detailed requirements for contractors 
that connect to GSA information systems, operate 
information systems for the GSA, and/or have ac-
cess to GSA information.53 Key GSA requirements 
for information security include the following:

(1) Overall responsibility. The contractor bears 
responsibility for information security for 
(1) all systems connected to a GSA network 
or operated by the contractor for the GSA 
and (2) physical or electronic access to the 
GSA’s information.54

(2) IT security plan. The contractor must 
prepare and submit an IT security plan 
describing processes and procedures com-
pliant with FISMA and the GSA security 
guide.55

(3) Continuous monitoring. The contractor must 
develop a continuous monitoring plan 
addressing configuration management, 
ongoing security control assessments, and 
reports to GSA officials.56
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(4) Security authorization. The contractor has 
six months to submit proof of IT security 
authorization, including a final security 
plan, risk assessment, security test and 
evaluation, disaster recovery plan, and 
continuity of operations plan.57

(5) Annual verification. The contractor must 
submit annual verification that the IT se-
curity plan remains valid.58

(6) Training. The contractor must ensure em-
ployees working on the contract receive 
annual IT security training consistent with 
FISMA, OMB, and NIST standards.59

(7) GSA access. The contractor must afford 
the GSA access to the contractor’s and 
subcontractor’s facilities, installations, 
operations, documentation, databases, IT 
systems and devices, and personnel used 
in performance of the contract so that 
the GSA can conduct inspections, evalua-
tions, investigations, and/or audits of IT 
security.60

 The DOD and its military departments generally 
operate under a separate statutory and regulatory 
regime due to their responsibility for “national 
security systems.”61 The Defense FAR Supplement 
refers to this statutory authority and incorporates 
specific DOD directives governing information 
security.62 In general, DOD departments and con-
tractors implement information security pursuant 
to the DOD Information Assurance Certification 
and Accreditation Process directives and instruc-
tions.63

 Other agencies have also issued specific 
regulations governing information security for 
Government contractors. Examples include the 
Departments of Homeland Security,64 Health and 
Human Services,65 Energy,66 and Veterans Affairs.67 
As a general rule, these regulations expressly 
refer to the authority established by FISMA and 
incorporate requirements and standards defined 
by the OMB and NIST.

 ■ Security Policies & Standards

 The FISMA and implementing regulatory re-
quirements have been fleshed out in both OMB 
guidance and NIST standards. At first blush, 

these Government “standards” might appear to 
be mere guidance, rather than real mandates. 
However, FISMA specifically requires agencies 
to “ensure compliance with…policies and pro-
cedures as may be prescribed by the [OMB] 
Director, and information security standards 
promulgated under [40 U.S.C.A. §] 11331.”68 
Similarly, these statutory provisions referenced 
in FISMA use mandatory language to describe 
information security standards issued by NIST: 
“Information security standards described under 
subparagraph (B) [NIST ‘minimum information 
security requirements’] shall be compulsory and 
binding.”69

 In the regulatory provisions governing in-
formation security, as noted above, the FAR 
expressly requires agency procedures ensuring 
compliance not only with FISMA, but also with 
the “OMB’s implementing policies including 
Appendix III of OMB Circular A-130, and guid-
ance and standards from the Department of 
Commerce’s National Institute of Standards 
and Technology.”70 In implementing these in-
formation security standards, the FAC stated the 
objective of “[r]equiring adherence to Federal 
Information Processing Standards” issued by 
NIST.71 

 In 2010, the OMB assigned the DHS the “pri-
mary responsibility within the executive branch 
for the operational aspects of Federal agency 
cybersecurity with respect to the Federal infor-
mation systems that fall within FISMA under 44 
U.S.C. § 3543.”72 Pursuant to this authority, the 
DHS has emphasized greater focus upon con-
tinuous monitoring as an essential component 
of federal information security.73 In addition, 
the DHS has underscored the applicability of 
FISMA requirements to “contractors, grantees, 
State and Local Governments, industry partners, 
providers of software subscription services, etc.”74 
Although not an exhaustive list, the DHS identi-
fied five categories of contractors most likely to 
be subject to FISMA requirements:75

(1) Service providers—e.g., services relating 
to outsourcing of system or network op-
erations, telecommunications services, or 
other managed services, like subscriptions 
to software services.
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(2) Contractor support—e.g., on- or off-site con-
tractor technical or other support staff.

(3) Government-owned, contractor-operated 
(GOCO) facilities—e.g., operations where 
contractors operate Government-owned 
facilities on behalf of federal agencies.

(4) Laboratories and research facilities—e.g., op-
erations involving contractors working at 
federal laboratories and research facilities.

(5) Management and operating contracts—e.g., 
contracts for the operation, maintenance, 
or support of Government-owned or –con-
trolled research, development, special 
production, or testing establishments.

 The guidance from the OMB, the DHS, and 
NIST reflect the greater scrutiny that both agencies 
and contractors can expect from both Congress 
and the Executive Branch regarding information 
security. These standards are discussed in greater 
detail below in the section of this Briefing PaPer 
addressing the key elements of an effective in-
formation security program.

What Are The Key Elements Of A Sound 
Information Security Program

 The OMB and NIST standards alone span thou-
sands of pages. However, the major elements of 
an effective information security program may be 
broken down into four general steps: (1) estab-
lishing security objectives, (2) identifying security 
needs, (3) implementing the security program, 
and (4) ensuring compliance.

Establishing Security Objectives

 The core objectives of an information secu-
rity program are straightforward and largely 
established by statute and regulation. FISMA 
defines “information security” to mean “protect-
ing information and information systems from 
unauthorized access, use, disclosure, disruption, 
modification, or destruction” to maintain the 
“integrity,” “confidentiality,” and “availability” of 
such information.76 Guidelines for defining the 
potential impact (low, moderate, or high) for 
security breaches resulting in a loss of confidential-

ity, integrity, or availability appear in the Federal 
Information Processing Standards Publications.77 
These key objectives—integrity, confidentiality, 
and availability of information—are defined in 
both FISMA and the implementing regulations. A 
security program may sweep in other objectives as 
well, but these must be included at a minimum.

 (a) Integrity. Integrity essentially means the 
information is real and not changed without 
authorization. It requires “guarding against im-
proper information modification or destruction, 
and includes ensuring information nonrepudia-
tion and authenticity.”78

 (b) Confidentiality. Confidentiality encompasses 
both access and disclosure restrictions. It requires 
“preserving authorized restrictions on access 
and disclosure, including means for protecting 
personal privacy and proprietary information.”79 

 (c) Availability. Availability covers the spec-
trum from the mundane (information appears 
on the computer screen when requested) to the 
catastrophic (information is recovered after a 
disaster). It requires “ensuring timely and reli-
able access to and use of information.”80 

Identifying Security Needs

 Prior to developing an information security 
program, the security requirements, risks, cost-
effectiveness, and life-cycle impact all need to 
be addressed. These factors will then define the 
size and shape of the security program to be 
implemented.

 ■ Requirements Identification

 Identifying the applicable requirements repre-
sents an initial step in determining the contours 
of the information security program. FISMA 
states that the “policies, procedures, and control 
techniques” must “address all applicable require-
ments.”81 Such requirements include not only 
FISMA itself (“this subchapter”), but “any other 
applicable requirements, including standards and 
guidelines for national security systems issued 
in accordance with law and as directed by the 
President.”82 While this statutory provision does 
not identify specific standards, it would appear to 
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include both OMB Circular A-130 and the NIST 
standards.83

 ■ Risk Assessment

 Information security is not one-size-fits-all, but 
instead must be tailored to the particular risks 
associated with the information, the IT systems, 
and the organization’s mission and needs. The 
rules contemplate an initial risk assessment as 
well as periodic reassessments.

 (1) Initial risk assessment. A risk assessment 
(“assessing the risk and magnitude of the harm 
that could result”) is fundamental to determining 
the scope and depth of protection needed for 
information security.84 Indeed, the policies and 
procedures “are based on the risk assessments.”85 
Similarly, the FAR implementation recognizes 
that the “information security protections” must 
be “commensurate with security risks.”86

 (2) Periodic risk assessments. Just as computers 
change and hackers become more sophisticated, 
FISMA contemplates that the risk assessment will 
be updated with “periodic assessments of the risk 
and magnitude of the harm that could result.”87 
Recent instructions from the OMB and the DHS 
to federal agencies and departments point to a 
move toward more frequent assessments to build 
upon “existing continuous monitoring processes.”88

 ■ Cost-Effectiveness Assessment

 FISMA does not require security at all costs, 
but instead specifies “implementing policies and 
procedures to cost-effectively reduce risks to an 
acceptable level.”89 The NIST standards similarly 
identify cost effectiveness as a relevant consider-
ation.90 Thus, risk, cost, and efficacy all work in 
tandem to assist in defining a reasonable level 
of security, as discussed below.

 ■ Appropriate Level Of Security

 FISMA requires a determination of “the levels 
of information security appropriate to protect 
such information and information systems in 
accordance with standards promulgated under 
[40 U.S.C.A. § 11331], for information security 
classifications and related requirements.”91 The 
“appropriate” level of security requires a certain 

amount of judgment, as illustrated by the imple-
menting guidance.

 (a) Not too tight. The security program should 
not be unnecessarily restrictive, according to 
OMB guidance: “The security required by the 
rules shall be only as stringent as necessary to 
provide adequate security for information in the 
system.”92

 (b) Not too loose. Conversely, the security pro-
gram must be restrictive enough to meet the 
“minimum set of controls” established by the OMB 
and NIST standards. These minimum controls 
include developing a security plan with clear 
rules, training, personnel management, techni-
cal safeguards, periodic testing and review, and 
authorization procedures.93 

 (c) Multiple factors. The appropriate level and 
restrictiveness of controls depend upon multiple 
factors, as the NIST standards provide “flexibility 
to appropriately modify the controls based on 
specific organizational policies and requirements, 
particular conditions and circumstances, known 
threat and vulnerability information, and tolerance 
for risk.”94 Accordingly, the decision regarding the 
appropriate level of security is necessarily infused 
with a certain amount of business judgment.

 ■ Life-Cycle Security

 To avoid information systems being bought 
without sufficient planning and budget to cover 
security over the long-term, FISMA requires that 
information security be “addressed throughout 
the life cycle of each agency information system.”95 
Similarly, the FAR implementation recognizes 
“security as an important part of all phases of 
the IT acquisition life cycle.”96 

Implementing A Security Program

 The statute and regulations provide a very top-
level sketch of what defines a security program, 
but most of the implementing details have been 
left to be defined within the framework of OMB 
guidance and NIST standards. In particular, FISMA 
calls for policies and procedures that, in turn, 
define security controls, configuration controls, 
and requirements for maintaining continuity of 
operations.97
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 ■ Policies & Procedures

 An information security program requires 
“policies and procedures” based upon the fac-
tors described above, including risk assessments, 
cost-effectiveness considerations, and life-cycle 
factors.98 Such “security policies, procedures, and 
control techniques” must “address all applicable 
requirements.”99 As the FAR implementation 
recognizes, these policies and procedures will 
continue to evolve “as they adapt to a dynamic 
IT security environment.”100

 ■ Security Controls

 “Security controls” are an essential part of the 
FISMA information security package.101 FISMA 
breaks these security controls down into the 
categories of “management, operational, and 
technical controls.”102 Although FISMA does not 
define these controls or describe them in further 
detail, the NIST standards do.103

 (1) Management Controls. These controls are 
“safeguards or countermeasures” “that focus on 
the management of risk and the management of 
information system security.”104 Examples of such 
controls include:105

(a) Security assessment and authorization—de-
veloping and documenting security assess-
ment and authorization policy; identifying 
connections to external information sys-
tems and documenting interface charac-
teristics, security requirements, and nature 
of information communicated; developing 
a plan of action and milestones for infor-
mation systems and any remedial actions 
to correct weaknesses and deficiencies; 
and establishing a continuous monitoring 
strategy and program.

(b) Risk assessment—establishing security cat-
egories (low, moderate, high); assessing 
and updating risks; and performing vulner-
ability scanning.

(c) Planning—preparing a security plan and 
updates; establishing rules of behavior;106 
and making a privacy impact assessment.

(d) System and services acquisition—determin-
ing resource allocation, life cycle support, 

acquisition needs, system documentation, 
outsourcing, and related needs.

(e) Program management—including resources 
for information security program in capital 
planning and investment requests; devel-
oping and maintaining inventory of infor-
mation systems; and documenting critical 
infrastructure protection plan.

 (2) Operational controls. These controls are 
the “safeguards or countermeasures” “that are 
primarily implemented and executed by people 
(as opposed to systems).”107 Examples of such 
controls include:108

(a) Personnel security—screening, terminating, 
transferring, and sanctioning personnel; 
preparing access agreements; and deter-
mining third-party security.

(b) Physical and environmental security—au-
thorizing, controlling, and monitoring 
physical access; establishing visitor control 
and access logs; arranging for emergency 
shutoff, power, and lighting; and protect-
ing against information leaks due to signals 
emanations.

(c) Contingency planning—planning, training, 
testing and updating contingency plans; 
establishing alternate sites and backup; 
and providing for disaster recovery.

(d) Configuration management—establishing 
configuration baseline, change control, 
monitoring, and settings; and restricting 
access for change. 

(e) Maintenance—performing periodic, re-
mote, and timely maintenance; and choos-
ing maintenance tools and personnel. 

(f) System and information integrity—maintain-
ing intrusion detection tools, software/
data integrity, and information accuracy, 
completeness, and validity; protecting 
against cyber threats; and handling er-
rors.

(g) Media protection—handling media access, 
labeling, storage, transport, sanitization, 
destruction, and disposal.
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(h) Incident response—training and testing for 
incident response; and handling, monitor-
ing, and reporting incidents.

(i) Awareness and training—promoting security 
awareness; and providing and document-
ing training.

 (3) Technical controls. These controls are the 
“safeguards or countermeasures” “that are 
primarily implemented and executed by the 
information system through mechanisms con-
tained in the hardware, software, or firmware 
components of the system.”109 Examples of such 
controls include:110

(a) Identification and authentication—identify-
ing and authenticating users and devices; 
and performing identifier and authentica-
tion management.

(b) Access control—managing accounts; enforc-
ing access and information flow controls, 
separation of duties, and system logins; and 
controlling remote, wireless, portable, and 
mobile system access.

(c) Audit and accountability—identifying au-
ditable events; determining audit storage 
capacity, processing, monitoring, analysis, 
and reporting; promoting nonrepudiation; 
and protecting audit information.

(d) System and communications protection—deter-
mining system function isolation, resource 
priority, boundary protection, transmission 
integrity and confidentiality, trusted path, 
cryptographic and public keys, and other 
system protections.

 ■ Continuous Monitoring

 Though not expressly mentioned in FISMA, 
both the OMB and the DHS have emphasized 
continuous monitoring as an integral component 
of federal information security.111 Consistent 
with this Executive Branch initiative, the NIST 
standards describe continuous monitoring of se-
curity controls as “[a] critical aspect of managing 
risk to information from the operation and use 
of information systems.”112 Effective continuous 
monitoring programs require integration into 
the organization’s systems development life cycle 

processes.113 In addition, continuous monitoring 
includes the following functions:114 

(a) “Configuration management and control 
processes”;

(b) “Security impact analyses on proposed or 
actual changes to organizational informa-
tion systems and environments of opera-
tions”;

(c) “Assessment of selected security controls”;

(d) “Security status reporting to appropriate 
organizational officials”; and

(e) “Active involvement by authorizing officials 
in the ongoing management of informa-
tion system-related security risks.”

 In specific guidance on continuous monitoring, 
NIST has identified the fundamental elements 
of “information security continuous monitoring 
(ISCM)” and defined the process for establishing, 
implementing, and updating such monitoring 
against the continually changing cyber threats 
and technologies.115

 ■ Configuration Control

 FISMA requires policies and procedures that 
ensure compliance with “minimally acceptable 
system configuration requirements, as determined 
by the agency.”116 The FIPS publications also specify 
configuration control as integral to information 
and system security.117 Configuration control is the  
“[p]rocess for controlling modifications to hard-
ware, firmware, software, and documentation to 
protect the information system against improper 
modifications before, during, and after system 
implementation.”118 Such configuration controls 
apply to the initial system—as well as to additions, 
modifications, or deletions—to define not only 
what is covered under the security program, but 
also to identify security gaps or vulnerabilities that 
may arise as the system evolves. The NIST standards 
provide guidelines to implement such configura-
tion management security controls.119

 ■ Continuity Of Operations 

 Under FISMA, the “plans and procedures” must 
“ensure continuity of operations for information 
systems.”120 Such provisions would generally include 
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backup systems, transition plans, and security con-
trols to maintain operations during power outages, 
disasters, or other interruptions to system service.

Ensuring Compliance

 Once the security program is in place, the 
last—and continuing—duty is to assure com-
pliance through training, periodic testing and 
evaluation, personal accountability, security in-
cident detection and reporting, and remedial or 
corrective actions when necessary. Just as policies, 
procedures, and controls need to evolve to meet 
changing threats, so do the compliance efforts.

 ■ Training

 To comply, people need to know and under-
stand the rules. FISMA mandates that an “in-
formation security program” include “security 
awareness training to inform personnel, includ-
ing contractors and other users of information 
systems that support the operations and assets of 
the agency.”121 Regarding the timing of training, 
the OMB standards state that mandatory train-
ing must be completed “prior to granting access 
to the system.”122 For such courses, the scope of 
training should cover the “rules of behavior” (the 
“responsibilities of and expectations for all indi-
viduals with access to the system”), consider the 
NIST standards, and address the “consequences 
of non-compliance.”123 In addition, the OMB 
rules contemplate refresher training: “[o]ver 
time, attention to security tends to dissipate.”124 
Accordingly, “individuals should periodically have 
refresher training to assure that they continue to 
understand and abide by the applicable rules.”125

 ■  Periodic Testing & Evaluation

 FISMA provides for “periodically testing and 
evaluating information security controls and 
techniques to ensure that they are effectively 
implemented.”126 The scope of such testing 
must cover the “management, operational, and 
technical controls of every information system 
identified in the inventory.”127

 The frequency of such testing and evaluation 
depends upon the risk, but FISMA mandates that 
such actions be performed at least annually.128 The 

requirement for annual testing may be satisfied by 
the “independent evaluation of the information 
security program and practices” that is required 
by FISMA.129 

 However, a number of critics have complained 
that an annual review process failed to promote 
security, but instead pushed agencies towards a 
box-checking “paperwork” exercise that did not 
keep current with expanding and morphing cyber 
threats.130 More recently, the OMB and the DHS have 
placed greater emphasis upon continuous monitor-
ing, rather than annual evaluation.131 The current 
NIST standards also emphasize the importance of 
continuous monitoring as an essential element of 
a federal information security program:132

[The Risk Management Framework]… 
[p]romotes the concept of near real-time risk 
management and ongoing information system 
authorization through the implementation of 
robust continuous monitoring processes[.]

 ■ Accountability

 Under FISMA, focused management attention is 
required for information security. In particular, the 
Chief Information Officer (CIO) must designate 
a “senior…information security officer” who must 
have the necessary “professional qualifications,” 
“have information security duties as [the] official’s 
primary duty,” and “head an office” with the mis-
sion and resources to enforce compliance.133 Such 
accountability is reinforced by the requirement for 
an annual independent evaluation.134 

 ■ Security Incident Detection & Reporting

 In anticipation of security breaches or “inci-
dents,” FISMA requires “procedures for detecting, 
reporting, and responding to security incidents,” 
including procedures for “mitigating risks as-
sociated with such incidents before substantial 
damage is done.”135 The OMB has issued guidance 
regarding responses to, and reporting of, security 
breaches.136 Similarly, NIST has issued a detailed 
guide for responding to security incidents and 
breaches.137 

 ■ Remedial Actions

 When a security program noncompliance oc-
curs, a process must exist for taking corrective 
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or remedial action—“a process for planning, 
implementing, evaluating, and documenting 
remedial action to address any deficiencies in 
the information security policies, procedures, 
and practices of the agency.”138 In a continuous 

monitoring program, the agency or contractor 
employs real-time data of security incidents or 
breaches to update its security protocols and 
to tailor its defenses to the changing security 
threats.139

   These Guidelines are intended to assist you in 
understanding the risks and rules relating to 
federal information security for agencies and 
contractors. They are not, however, a substitute 
for professional representation in any specific 
situation.

 1. Know your data. Identify your high-value 
data (including personally identifiable infor-
mation, healthcare data, and trade secrets) and 
prioritize your information security program to 
focus more effort on protecting your most criti-
cal information.

 2. Identify the risks. Track the latest threats 
through available Government sources, public-
private partnerships, and/or industry data and 
update your information security defenses to 
counter the evolving strategies and technology 
of hackers seeking to break into your systems 
and data banks.

 3. Review your interconnections and data shar-
ing. When you share data with other parties and 
interconnect with other systems, assure that you 
have security controls and specific agreements 
defining the security protocols and allocation 
of risk between the parties for such sharing and 
interconnections.

 4. Monitor continuously. Just as the Maginot 
line did not work against traditional threats in 
World War II, static security plans and defenses 
certainly will fail in cyberspace, thus requiring 
continuous monitoring as an essential part of 
effective information security.

 5. Involve the whole organization. Information 
security is not just an IT department function, 
but instead must be borne by the organization 
at the highest management levels, including the 
financial officers and lawyers, because effective 
information security requires dedicated resources 
and full management commitment in order to 
work.

 6. Train, train, train. Many security vulner-
abilities can be closed simply by assuring that 
personnel accessing IT systems and sensitive 
data understand the nature of the risks, the ap-
plicable rules, and the importance of applying 
sound security principles on a daily basis.

 7. Remember mobile devices. As organizations 
shift from desktops to laptops to mobile devices, 
the security perimeter continues to expand, thus 
requiring organizations to update security controls 
and procedures to account for the expanding 
risks associated with mobile devices.

GUIDELINES
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