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Artificial intelligence (AI) can tackle 
many of to-day’s challenges, and the 
healthcare space is no exception. 
Tools leveraging machine learning  
technology have the capacity to im- 
prove care and health outcomes, 
streamline processes, and ease ad- 
ministrative burdens. However, as 
the opportunities and capabilities 
for these tools expand, healthcare 
entities must tread carefully to 
ensure that these tools do not ad-
versely impact patients and comply 
with federal and state regulatory 
schemes that were not designed 
with AI in mind.

AI tools can be used in health 
care in a myriad of ways. Algo-
rithms can help providers assess 
a patient’s risk of specific health 
outcomes and develop more accu-
rate diagnoses. Providers can use 
AI models to automate medical 
records and administrative func-
tions, and machine learning tools 
can help payers with utilization 
management processes. While the  
use of algorithms in health care 
is not new, the complexity of the  
AI tools available to healthcare com- 
panies is increasing. Sophisticated  
AI tools increasingly use “black box” 
models, in which machine-learning 
algorithms are trained to make 
predictions based on inputted in-
formation but the reasoning for 
the prediction is unknowable. As 
technology advances in this manner,  
the regulatory and policy questions  
facing AI in healthcare become more 
complicated, including as they per- 

tain to professional scope of prac- 
tice and nondiscrimination laws.

Healthcare companies looking to  
use any AI tools to aid with clinical 
decision-making must assess the 
extent to which the tools can be  
relied upon, particularly where the  
tools assist with functions tradi- 
tionally performed by licensed prac- 
titioners. State scope of practice laws  
prevent unlicensed individuals and,  
in many states such as California,  
corporations from practicing medi- 
cine, and healthcare entities need 
to think carefully about how to 
implement tools in ways that sup- 
plement, rather than replace, clini-
cal expertise. See Cal. Bus. & Prof. 
Code §§ 2400, 2052. This need for 

adequate clinical oversight applies 
not just to practitioners using AI to 
care for patients, but also to health 
plans seeking to incorporate AI 
tools into utilization management 
functions, where state laws require 
certain medical necessity deter-
minations to be made by licensed 
physicians and healthcare profes-
sionals. See Cal. Health & Safety 
Code § 1367.01(e). Regardless, 
the simpler the tool, the easier it 
may be for healthcare entities to 
ensure clinical oversight. As more 
advanced tools are incorporated 
into clinical practice, and predic-
tions are based on complex mod-
els that practitioners cannot verify, 
it will become even more import-
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ant for providers and plans to  
have policies that provide guard-
rails around the use of the technol-
ogy and ensure that licensed prac-
titioners retain ultimate control 
over clinical decisions.

In addition, healthcare compa-
nies need to be wary of biases that 
could be inadvertently built into 
machine-learning algorithms. The 
Affordable Care Act, as passed in 
2010, contains nondiscrimination 
requirements that apply to feder-
ally-funded healthcare programs 
and activities, including many pro-
viders and health plans. 42 U.S.C. 
§ 18166. For some time, these 
entities have grappled with the re-
lationship between AI technology  
and these nondiscrimination re-
strictions, known as Section 1557, 
particularly when AI tools are pur- 
chased from external developers  
or use black box models, for which 
it may be difficult to confirm that 
decisions are free of unintended 
bias. In April, the U.S. Department of 
Health and Human Services (HHS) 
confirmed in new regulations that 
covered entities must take steps 

to ensure that tools used to sup-
port clinical decision-making are 
not discriminatory. 89 Fed. Reg. 
37,522 (2024). Specifically, HHS 
will require that covered entities 
make reasonable efforts to identify 
uses of patient care decision sup-
port tools in their health programs 
or activities that employ input vari-
ables or factors that measure race, 
color, national origin, sex, age, or 
disability, and to mitigate the risk 
of discrimination resulting from 
any tool’s use in its health pro-
grams or activities. In explaining 
the “reasonable efforts” standard, 
HHS acknowledged that it may not 
always be possible to eliminate the 
risk of discriminatory bias, pro-
vided examples of what covered 
entities should be doing to identify 
discrimination, and enumerated 
factors that it will use to determine 
if a covered entity complies with 
these requirements on a case-by-
case basis. While this guidance 
provides some clarity about how 
AI tools fit within the Section 1557 
framework, and leaves covered en-
tities with some flexibility, health-

care companies will likely contin-
ue to have questions about how 
to mitigate discrimination in com-
pliance with these requirements 
particularly as tools become more 
advanced. 

The legal questions relating to 
professional licensing and nondis-
crimination just touch the surface 
of what healthcare entities need to 
consider when adopting AI tech-
nology. Federal and state agencies 
are actively promulgating regula-
tions and issuing guidance on the 
wide-ranging scope of laws that 
impact the use of AI in health care, 
while legislators continue to con-
sider and pass laws that govern 
this space. In October of 2023, the 
Biden Administration released an 
Executive Order focused on artifi-
cial intelligence that requires HHS 
to take various actions to ensure 
the safe and responsible deploy-
ment and use of AI in the health-
care and human services sectors. 
White House, Executive Order on 
the Safe, Secure, and Trustworthy 
Development and Use of Artificial 
Intelligence (Oct. 30, 2023). In re-

sponse to that Executive Order, 
HHS has formed an HHS AI Task 
Force, that, within a year of its for-
mation, must develop a strategic 
plan for the responsible deploy-
ment and use of AI and AI-enabled 
technologies in the health and hu-
man services sectors.

In addition to new guidance, 
healthcare companies should an-
ticipate heightened enforcement 
and litigation in this area. The U.S. 
Department of Justice recently an-
nounced a record-breaking num-
ber of settlements and judgments 
under the False Claims Act from 
2023 (with two-thirds of the set-
tlement and judgment amounts 
pertaining to health care), and, 
as reported in Bloomberg Law  
in January, the agency is now fo-
cused on investigating the role gen-
erative AI may play in facilitating 
violations. For this reason, it is 
especially crucial that healthcare 
companies think through the po-
tential regulatory implications of 
any new AI technology and estab-
lish necessary safeguards before 
implementation.


